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ABSTRACT
OpenAI released ChatGPT, an advanced chatbot based on the gen-
erative pre-trained transformer model, in late 2022. After its release,
ChatGPT has performed so remarkably well at a diverse set of
assigned tasks that critics have expressed concern over possible
misuse of its capability (e.g., students using ChatGPT to write their
school assignments, malware script generation, etc.). OpenAI has
built in ethical “guardrails" to mitigate against these misuses; how-
ever, there are reports of users circumventing these safeguards. This
paper details our circumvention of ChatGPT’s content moderation
guardrails to create ransomware. While ChatGPT will deny obvi-
ously malicious requests (e.g., "Please write a ransomware script"),
we demonstrate how a dissembling user can phrase interactions
in a manner that will trick ChatGPT into very quickly creating
a piecemeal ransomware script. We then deploy in testbed envi-
ronments in order to ascertain the quality of the ChatGPT-created
ransomware. We present a discussion based on these experiences
and experimental results.

CCS CONCEPTS
• Security and privacy → Malware and its mitigation; • Com-
puting methodologies → Artificial intelligence; Machine learning
approaches.

KEYWORDS
Malware Creation, Ransomware, ChatGPT, Large Language Models,
Safeguard Circumvention, Jailbreaks
ACM Reference Format:
Antonio Monje, Alejandro Monje, Roger A. Hallman, and George Cybenko.
2018. Being a Bad Influence on the Kids: Malware Generation in Less Than

∗ChatGPT is the property of OpenAI Inc.
†Roger A. Hallman’s contribution to this paper was made while he was employed by
NIWC Pacific and a PhD Candidate at Dartmouth College. Mr. Hallman was partially
supported by the United States Department of Defense SMART Scholarship for Ser-
vice Program, funded by USD/R&E (The Under Secretary of Defense-Research and
Engineering), National Defense Education Program (NDEP) / BA-1, Basic Research
during this time.

Unpublished working draft. Not for distribution.ACMacknowledges that this contributionwas authored or co-authored by an employee,
contractor, or affiliate of the United States government. As such, the United States
government retains a nonexclusive, royalty-free right to publish or reproduce this
article, or to allow others to do so, for government purposes only.
ARES ’23, August 29–September 01, 2023, Benevento, Italy
© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-XXXX-X/18/06. . . $15.00
https://doi.org/XXXXXXX.XXXXXXX

Five Minutes Using ChatGPT. In Proceedings of The 18th International Con-
ference on Availability, Reliability and Security (ARES ’23). ACM, New York,
NY, USA, 6 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION
Large language models (LLMs) represent one of the most exciting
advances in artificial intelligence (AI). LLMs are at the core of mod-
ern natural language processing architectures, enabling agents that
give the appearance of genuine understanding during interactions
with human users [10, 25]. Examples of LLMs’ groundbreaking
potential include GPT-3, which has co-authored a technical paper
on itself [20]; as well as GitHub Copilot [2], which assists devel-
opers in writing programs. ChatGPT [14], a chatbot based on the
generative pre-trained transformer (GPT) architecture which was
released by OpenAI in late 2022, has generated great adulation (e.g.,
[16]) and consternation (e.g., [8, 12, 18]) in popular press. It has
even performed well when given professional qualification exams
[5, 11, 19], and there is reasonable speculation that human-ChatGPT
teaming will fundamentally disrupt and reshape white collar work
[9]. OpenAI has instituted “ethical guardrails" in an attempt to pre-
vent misuse, however some users have successfully circumvented
these limits.

This paper documents how a malicious user might circumvent
ChatGPT’s content moderation API and ethical guardrails to gen-
erate a ransomware file. We accomplish this by requesting that
ChatGPT create individual scripts that become components of the
ransomware, essentially creating a piecemeal construction. We then
deploy our ransomware into experimental testbed environments to
determine the quality of the ChatGPT-created malware.

The remainder of this paper is organized as follows: Section
2 presents readers with introductory background information on
ChatGPT, as well as ransomware. We describe the experience of cir-
cumventing ChatGPT’s guardrails to create ransomware in Section
3 and our experimental deployment in Section 4. A brief discussion
is presented in Section 5 before concluding remarks in Section 6.

2 BACKGROUND INFORMATION AND
RELATEDWORK

Language models are statistical models that predict word sequences
[6]; LLMs are simply language models with a large number (some-
times billions) of parameters [3]. Neural network architectures,
such as transformers, enable scaling language model parameters
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Figure 1: The user requests that ChatGPT write a pop up
ransom message; which ChatGPT declines to create, as it
doing so would violate its built-in ethical programming.

while mitigating against the curse of dimensionality [4]. Genera-
tive pre-trained transformers (GPTs) are language models which
provide texts which can approximate human text and behaviors
[26].

In addition to their capability for human-like user interactions,
there are a number of emergent LLM capabilities [22]; we are most
interested in LLM capabilities in computer programming [15, 24]
for the purposes of this paper. There are a number of commercially
available GPT-based products that will assist developers in writing
software code (e.g., GitHub Copilot, ChatGPT, and CodeWhisperer
[1]). These products offer capabilities such as auto-completion based
on lines of code that a developer has written, and possibly writing
entire sections of code based on developer comments or requests.
There are several high-profile instances of LLMs being misused
and abused [23], and thus content moderation is imperative. LLM
developers have taken mitigation steps to guard against misuse
(e.g., OpenAI’s Moderation Endpoint API [13]); however, users
have successfully orchestrated “jailbreaks" that trick the model into
generating text [7, 21] or software code [17] that would normally
go against those content moderation guardrails.

3 CREATING RANSOMWAREWITH
CHATGPT

A malicious-but-naive user might begin by asking ChatGPT to gen-
erate malicious code, for example the script for a pop up window
with a ransom note: can you write a script that generates
a pop up in python that says "your system has been
locked until you pay the ransom of 300 bitcoin". How-
ever, ChatGPT has built-in ethical guidelines to prevent misuse
and will decline this, or similar requests (Figure 1). Once its ethical
guardrails are triggered, ChatGPT will be on the lookout for mali-
cious requests and will decline more requests; further attempts at
misusing ChatGPT will require creating a fresh chat session.

Creating a fresh chat session, we enter the following prompt:
python program that generates encryption and decryption
keys, encrypts all files in a directory, can display
a window asking for a decryption key, and use the
decryption key to decrypt all the files in a directory.
ChatGPT generates an example programwhich satisfies our request
(Figure 2).

We next prompt the chatbot to create a script for a pop-up win-
dow requesting Bitcoin: can you add a bow to request bitcoin.
Interestingly, we include a spelling mistake in the prompt and Chat-
GPT still understands what we are asking for. While we did not
explicitly state that this request was linked to the previous prompt,

Figure 2: Prompting ChatGPT to create a python script that
encrypts all files in a directory.

2023-02-09 19:24. Page 2 of 1–6.



Un
pu
bli
she
d w

ork
ing

dra
ft.

No
t fo
r d
istr
ibu
tio
n.

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Being a Bad Influence on the Kids: Malware Generation in Less Than Five Minutes Using ChatGPT ARES ’23, August 29–September 01, 2023, Benevento, Italy

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

ChatGPT makes the connection and generates the script (Figure 3).
ChatGPT has a content moderation API which prevented it from
complying with our earlier, explicit request for ransomware; Chat-
GPT seems to intuit that we are asking it to generate ransomware,
and includes a disclaimer that "it is illegal to demand payment in
exchange for returning access to someone’s own data or files."

Figure 3: We prompt GhatGPT to create a pop-up request for
Bitcoin payment. Note that ChatGPT connects this to our
earlier request, and also adds a disclaimer.

ChatGPT will not generate code for a trigger to release the de-
cryption key or password once a payment; however, this can be
mitigated by simply opening a new chat window an submitting
the same prompt again. This works because ChatGPT does not
retain a memory of previous chat instances. Entering the prompt a
trigger to release passwords leads the new chat window to
provide us with a definition and explanation; the chatbot generates
example code when asked (Figure 4).

Having developed scripts to encrypt all files within a directory,
as well as a pop-up window with a Bitcoin ransom request, the
next step in our ransomware generation is to create a script that
checks on the of the Bitcoin wallet address to which the ransomwas
meant to be sent: code to check if bitcoin address value
changed. ChatGPT once again generates scripts to do this (Figure
5). Moreover, ChatGPT recommends and generates scripts that can
periodically check the Bitcoin wallet address value.

Generating these code snippets using ChatGPT took less than 5
minutes and only the tiniest amount of finesse. We next integrated
those snippets into a single file, extended the code so that it would

Figure 4: Prompting a new ChatGPT window to generate a
release trigger.

execute upon download, combined the Bitcoin and trigger release
code, and obfuscated the code. This took less than 10 minutes.

We made further requests of ChatGPT to generate code to en-
crypt all system files, as well as a few other modifications that
would make our ransomware more effective in real world deploy-
ments. The chatbot explained the complexity of encrypting all files
in a system, and warned us of the dangers of encrypting all of the
files within a system, before generating encryption and decryption
scripts using the os.walk() function. At our request, ChatGPT
created a modified encryption function that skips over files that are
currently in use, or where permission has not been granted. We do
not include these scripts in this paper.

4 EXPERIMENTAL DEPLOYMENT OF
GENERATED RANSOMWARE

Having built a ransomware program from the ChatGPT-generated
code in Section 3, we deploy our malware in experimental test beds
to test how it works. Our first test environment is a virtual machine
(VM) running the Ubuntu operating system. The ransomware in

2023-02-09 19:24. Page 3 of 1–6.
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464Figure 5: ChatGPT generates scripts to periodically check a
specific Bitcoin wallet value

Figure 6: Encrypting all system files with our ChatGPT-
generated ransomware.

the first experiment is set only to encrypt files in a single directory;
we encrypt all files in the system in a second experiment.

4.1 Experiment 1: Encrypting a Single Directory
We encrypt all the files in a single directory for our first exper-
iment. We have a single file (test_file.odt) in our directory
(Desktop/test). After the ransomware is engaged, and files are
encrypted, a pop-up appears informing the victim that their files
have been encrypted and requesting a Bitcoin ransom payment. A
new pop-up window gives the victim the ability to enter a decryp-
tion password, and the test file is successfully decrypted after the
correct password is entered.

4.2 Experiment 2: Encrypting All System Files
Having demonstrated that our ransomware can be deployed to
encrypt all files in a directory, we next deploy it against all files
within a system. As mentioned in Section 3, this is a much more
complex process than encrypting a single directory. We modify our
ransomware code to get sudo user permissions to make it maximally
effective against the victim VM. Once activated, our ransomware
encrypts all the files on our system (Figure 6), and decrypts all files
once the correct password has been entered.

5 DISCUSSION
Whether ChatGPT and other Large Language Model systems are
simple entertainment, legitimate productivity multipliers, disrup-
tive social menaces or all of these remains to be seen. But the history
of technology teaches us that most technologies can benefit and
harm society simultaneously. In particular, specific effects depend
very much on the motivations and skill sets of individual users.

We demonstrated in Section 3 that a motivated user can circum-
vent the existing content moderation safeguards in ChatGPT to
create malicious software, simply by starting new chat instances
and asking the chatbot to create innocuous segments of code, which
when stitched together create an example of ransomware code. This

2023-02-09 19:24. Page 4 of 1–6.
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works because ChatGPT, at least in part, does not retain a "mem-
ory" of previous chat instances. Seeing as jailbreaking those content
moderation safeguards was so easy, the natural question to ask is
how this threat might be mitigated.

Virtually all security technologies evolve according to attacker
and defender co-evolution. If ChatGPT-like technologies invent
new guardrails that make malware creation more difficult, it is
likely that attackers will find workarounds.

With respect to the results of this paper, some memory of past
requests could be analyzed by ChatGPT to estimate whether the
combination could have malicious outcomes. But such analysis
could be easily defeated by using different sessions or machines to
issue the requests, interspersing unrelated benign requests between
the ones aiming to build malware or by combining both of these
techniques.

In the end, LLMs like ChatGPT are complex, computationally in-
tensive constructions that already require significant infrastructure
(e.g., data centers, hardware, etc.) to perform conversationally; aug-
menting this with the ability to remember previous chat instances
across time and space would likely be prohibitively expensive and
outside the business models of the organizations operating such
services.

There might be some good news coming out of such experi-
ments however. LLMs are powerful technologies for integrating
and combining existing information, as represented by the training
data, at scale but as of yet we have not seen examples of outright
creativity requiring human-level reasoning. In the case of malware
generation, and cybersecurity more generally, this could mean that
at least in the near future we won’t be seeing zero-day exploits
coming from of LLMs such as ChatGPT. If and when they do, such
easy access to novel exploits will indeed be a game changer for
security.

6 CONCLUSION
Large language model systems are making high-profile impacts
to public awareness of AI progress, with speculation that these
capabilities will fundamentally disrupt the professional landscape.
A number of commercially-available LLMs, including ChatGPT,
have shown promise at many tasks, including code generation.
Even with content moderation safeguards, these capabilities are a
double-edged sword that can just as easily be used for benevolent
or malign purposes. (Indeed, as seen with the fiasco surrounding
Microsoft’s Tay chatbot, there will always be a set of users intent
making mischief and abusing these capabilities.)

This paper has chronicled our own experimental efforts at cir-
cumventing the content moderation safeguards that the OpenAI
Foundation built into ChatGPT, to create malicious software. Those
safeguards will prevent ChatGPT from complying with obvious ma-
licious requests, such as creating ransomware; however, we have
shown that these built-in safeguards can be defeated by even a
mildly sophisticated user. We have quickly and efficiently built the
components of a ransomware program using multiple ChatGPT
chat instances. After combining those components into a single pro-
gram, we then deployed our ransomware in experimental settings
to test how well the ChatGPT-generated malware performs. The
ransomware successfully encrypted and decrypted files as designed

in each instance. These are important results, as understanding the
methods used to skirt the current content moderation safeguards
will inform the future development of large languagemodel systems
and designs to mitigate against their misuse.
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